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Most language models represent distributions over sequences of tokens 
(subwords), not strings.

Tokenization

For example:



Canonical Tokenization

A string can be tokenized in an exponential number of ways (784 here!)

Common assumption:

✘ 

(Llama 2)

How do we tokenize? There is usually a unique canonical tokenization:

(Llama 2)



Why does this tokenization problem matter?

Tokenization

We’re ignoring an exponential number of tokenizations!

How canonical are unconditional samples?

Less likely for non-English (code, 
unicode characters, etc)

(Gemma 2B)



Tokenization is a Neurosymbolic Problem!

↪ Tokens are symbols.
↪ A tokenization of a text is a constraint over these symbols.

Example:

From Gemma 2B

concatenation



Reasoning in Tokenization Space

1. The most likely tokenization

2. The true probability of a text

Instead of the canonical tokenization, we might want to compute:

✘ 
Theorem. The most likely tokenization problem is 
NP-hard.

Theorem. The marginal string probability
problem is #P-hard.

✘ 
For autoregressive models, e.g. 
transformers and state space models



(Approximate) Reasoning in Tokenization Space
1. The most likely tokenization

Branch-and-bound
↪ Lower bound: canonical likelihood
↪ Anytime: candidate at least as good as canonical

canonical tokenization

most likely tokenization

canonical tokenization
(Gemma 2B)

What did we learn?
↪ Runtime exponential on string length!
↪ Canonical best candidate for almost all cases…

…not always!



(Approximate) Reasoning in Tokenization Space

2. The true probability of a text

Sequential importance sampling

proposal distribution

Unbiased estimator converging to 
the true probability of text as 
#samples grows

zero-out next tokens 
inconsistent with constraint



Where is the signal in tokenization space?

California experiences heavy 
earthquake activity due to
(a) erosion
(b) techtonics
(c) volcanic activity
(d) fire

There is signal in non-canonical tokenizations!━━━ Llama2 ━━━ Gemma
━━━ Mamba  ╍╍╍╍╍  canonical



Mixtures of tokenizations can boost LLM accuracy!
Can we quantify how much signal is in non-canonical tokenizations?

canonical non-canonicals

Tune for α

Consistent improvement!

only non-canonicals only canonical



Main Takeaways

Probabilistic reasoning is hard
✗ Computing the most likely tokenization (exactly) is hard
✗ Computing the true text probability (exactly) is hard

Non-canonical tokenizations appear in the wild
✔ LLMs sample non-canonical tokenizations
✔ Non-canonical tokenizations can be more likely

Non-canonical tokenizations matter
✔ Mixtures of canonical and non-canonical boost performance
✔ More inference time compute, better performance
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