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Motivation: Monte Carlo Tree Search
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MCTS is considered as one of the core methods in model-based reinforcement learning.

Go Chess Video games

MCTS is slow, so it needs parallelization.

figure credit: https://gym.openai.com/figure credit: https://deepmind.com/research/case-
studies/alphago-the-story-so-far

figure credit: https://www.businessinsider.com/chess-
grandmaster-gary-kasparov-ai-artificial-intelligence-
destroy-jobs-prediction-2020-2
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Existing parallel MCTS algorithms:

However, it is unclear what are the pros and cons of existing algorithms and how to design
effective parallel MCTS algorithms.

We seek to lay the first theoretical foundation for effective MCTS parallelization.
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What is effective parallel MCTS?
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We study the performance loss of parallel MCTS algorithms under a fixed speedup requirement.

Speedup

Performance loss: excess regret

The excess regret is defined as the difference between the cumulative regret of a parallel
MCTS algorithm 𝔸 and its sequential counterpart 𝔸"#$ (i.e., 𝑅𝑒𝑔𝑟𝑒𝑡𝔸 𝑛 − 𝑅𝑒𝑔𝑟𝑒𝑡𝔸,-.(𝑛)):

- the root state
- the number of rollouts

- the value estimate of obtained in the i-th rollout of 𝔸
- the value estimate of obtained by an oracle algorithm
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When will excess regret vanish?
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Two necessary conditions for achieving vanishing excess regret:

- Q: the action value gap �̅� should be zero:

expected action value computed
by the parallel algorithm 𝔸

expected action value computed by a
virtual sequential algorithm 𝔸"#$

- N: the algorithm should modify visit count using the number of incomplete simulations:

# complete simulations # incomplete simulations

The tree policy of UCT for selecting child nodes

action value visit count
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The tree policy of UCT for selecting child nodes

action value visit count

When the search tree’s maximum depth is 2, WU-UCT [1] satisfies both necessary conditions.
Furthermore, in this case WU-UCT theoretically enjoys vanishing excess regret.
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Theory in practice: motivation
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The action value gap has strong negative correlation with the algorithm’s performance

Seek to design better parallel MCTS algorithms by minimizing the action value gap

The action value gap �̅�
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Theory in practice: empirical evaluation
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BU-UCT outperforms all baselines in 11 out of 15 Atari games.
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