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Tractable Probabilistic Models

"Every talk needs a joke and a literature overview slide, not necessarily distinct" 
- after Ron Graham





Probabilistic circuits

computational graphs that recursively define distributions

 
⇒ 
mixtures

 
⇒ 
factorizations



Likelihood 



Likelihood 



Likelihood 



A sum node is smooth if its children depend on the same set of variables.

Tractable marginals

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002

A product node is decomposable if its children depend on disjoint sets of variables.



[Darwiche & Marquis JAIR 2001, Poon & Domingos UAI11]
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Lossless Data Compression

Encode …

1
0
1
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Data Bitstream

Decode

Reconstructed data

 

+
Efficient coding algorithm

Determines the theoretical 
limit of compression rate

How close we can approach 
the theoretical limit

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Learning Expressive Probabilistic Circuits

Hidden Chow-Liu Trees: CLT-based latent variable PGM/PC

Learned HCLT structure

Compile into an 
equivalent PC

Learned CLT structure 
captures strong pairwise 

dependencies

Mini-batch Stochastic
Expectation Maximization

Anji Liu and Guy Van den Broeck. Tractable Regularization of Probabilistic Circuits, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/LiuNeurIPS21.pdf


Compress       with
                      bits 

A Typical Streaming Code – Arithmetic Coding 

We want to compress a set of variables (e.g., pixels, letters)  
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Efficient Lossless Compression

Need to compute

···

Fully factorized
- Fast inference 
- Not expressive

High tree-width PGMs
- Expressive
- Slow inference

Existing Flow- and VAE-based lossless compression 
algorithms learn to transform fully factorized distributions 
into the target distribution. 

But en/decoding speed is still relatively slow.

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Efficient Lossless Compression with Probabilistic Circuits

Need to compute

···

Fully factorized
- Fast inference 
- Not expressive

High tree-width PGMs
- Expressive
- Slow inference

Probabilistic Circuits
- Expressive
- Fast inference Time complexity of en/decoding 

is                        , 
where D is the # variables and      
is the size of the PC.

→
→ SoTA likelihood on MNIST.

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Efficient Lossless Compression with Probabilistic Circuits

SoTA compression rates

Compress and decompress 5-20x faster than NN methods with similar bitrates 

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Efficient Lossless Compression with Probabilistic Circuits

Can be effectively combined with Flow models to achieve better 
generative performance

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf
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Probabilistic circuits seem awfully general. 

Are all tractable probabilistic models 
probabilistic circuits?



Enter: Determinantal Point Processes (DPPs)

DPPs are models where probabilities are specified by (sub)determinants

 

 

Tractable likelihoods and marginals

Global Negative Dependence

Diversity in recommendation systems



Are all tractable probabilistic models probabilistic circuits?

Graphical 
Models (w/ 

bounded 
tree-width)

Determinantal 
Point Processes 

(DPPs)

Probabilistic 
Circuits (PCs)

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


Relationship between PCs and DPPs

Positive 
Dependence

Fully
Factorized

Probabilistic 
Circuits

Determinantal
Point Processes

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


PSDDs

More Tractable Fewer Constraints

Deterministic and 
Decomposable 

PCs

Deterministic PCs 
with no negative 

parameters

Deterministic PCs 
with negative 
parameters

Decomposable PCs 
with no negative 

parameters
(SPNs)

Decomposable PCs 
with negative 
parameters

We cannot tractably represent DPPs with subclasses of PCs

No
No

No No

No We don’t know

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


PCs cannot Tractably Represent DPPs

Theorem 2. There exists a class of DPPs that cannot be tractably 
represented by deterministic PCs with (possibly) negative parameters.

Theorem 3. There exists a class of DPPs that cannot be tractably 
represented by decomposable PCs with non-negative parameters (SPNs). 

Theorem 1. For a DPP with kernel L=B^T * B, where B is randomly 
generated, with probability 1, this DPP cannot be represented by 
polynomial-size PSDDs. 

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


Probabilistic Generating Circuits

Probabilistic
Circuits

Determinantal 
Point Processes

Probabilistic 
Generating Circuits

A Tractable Unifying Framework for PCs and DPPs
Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Probability Generating Functions

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


1. Sum nodes         with weighted edges to 

children. 

2. Product nodes         with unweighted 

edges to children.

3. Leaf nodes: z_i or constant.

Probabilistic Generating Circuits (PGCs)

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


DPPs as PGCs

 

 

Division-free determinant algorithm
(Samuelson-Berkowitz algorithm)

Constant

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Likelihoods/Marginals

 

 

 

 

Purely 
symbolic

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Example

 

 

 

 

    

 

  

 

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Experiment Results: Amazon Baby Registries

SimplePGC achieves SOTA 
result on 11/15 datasets

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf
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Cool things we can do with circuits :-)



Information-theoretic quantities

Variational inference

Compression

Black hole imaging

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


    

Queries as pipelines

 

 

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Queries as pipelines

 

⇒ we can reuse the 
operations!

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


 

Determinism

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002



smooth,
decomposable,
deterministic

smooth,
decomposable

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Tractable circuit operations

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Inference by tractable operations
systematically derive tractable inference algorithm of complex queries

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Even harder queries

 



Pruning circuits

 

YooJung Choi, Tal Friedman and Guy Van den Broeck. Solving Marginal MAP Exactly by Probabilistic Circuit Transformations, 2021.

https://arxiv.org/pdf/2111.04833.pdf


Iterative MMAP solver

Prune edges

Tighten bounds

 

YooJung Choi, Tal Friedman and Guy Van den Broeck. Solving Marginal MAP Exactly by Probabilistic Circuit Transformations, 2021.

https://arxiv.org/pdf/2111.04833.pdf


Tractable Computation of Expected Kernels

- How to compute the expected kernel given two distributions p, q?

- Circuit representation for kernel functions, e.g.,

Wenzhe Li, Zhe Zeng, Antonio Vergari and Guy Van den Broeck. Tractable Computation of Expected Kernels, UAI, 2021.

http://starai.cs.ucla.edu/papers/LiUAI21.pdf


Tractable Computation of Expected Kernels: Applications

- Reasoning about support vector regression (SVR) with missing features

- Collapsed Black-box Importance Sampling: minimize kernelized Stein discrepancy

SVR model
missing 
features

importance weights

expected kernel 
matrix

Wenzhe Li, Zhe Zeng, Antonio Vergari and Guy Van den Broeck. Tractable Computation of Expected Kernels, UAI, 2021.

http://starai.cs.ucla.edu/papers/LiUAI21.pdf


As soon as dice was put online people started using it in 
surprising ways we had not foreseen

Quantum Simulation
Probabilistic Model Checking

(verify randomized algorithms)

Probabilistic 
Dice Program

Symbolic 
Compilation

Probabilistic 
Circuit

Dice Probabilistic 
Programming Language

Steven Holtzen, Guy Van den Broeck and Todd Millstein. Scaling Exact Inference for Discrete Probabilistic Programs, OOPSLA, ACM, 2020.

http://starai.cs.ucla.edu/papers/HoltzenOOPSLA20.pdf


Conclusion

1. What are tractable probabilistic circuits?

2. Are these models any good?

3. What is their expressive power?

4. How far can we push tractable inference?









Thanks

This was the work of many wonderful 
students/postdoc/collaborators!

References: http://starai.cs.ucla.edu/publications/ 

http://starai.cs.ucla.edu/publications/

