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Controlled generation is still challenging …

ChatGPT



Stable Diffusion



Train some              for a specific task distribution
   (amortized inference, encoder, masked model, seq2seq, prompt tuning,...)

Train

What do we have?

Prefix: “The weather is”

Constraint α: text contains “winter”

Model only does
intractable



What do we need?

Prefix: “The weather is”

Constraint α: text contains “winter”

Marginalization!

Generate from



Probabilistic circuits

computational graphs that recursively define distributions



Probabilistic circuits

computational graphs that recursively define distributions

 
⇒ 
mixtures



Probabilistic circuits

computational graphs that recursively define distributions

 
⇒ 
mixtures

 
⇒ 
factorizations



Likelihood 



Likelihood 



Likelihood 





[Darwiche & Marquis JAIR 2001, Poon & Domingos UAI11]









Cute, but these models cannot compete?
2008-2020 2020-2021 ICLR 22 NeurIPS 22 ICLR 23 Today

Tabular 😐 😊 🍰 🍰 🍰 🍰
MNIST 😱 😱 > 1.67 1.20 1.14 🍰 🍰

F-MNIST 😱 😱 > 4.29 3.34 3.27 🍰 🍰
EMNIST-L 😱 😱 > 2.73 1.80 1.58 🍰 🍰

CIFAR 😱 😱 😱 > 5.50 😱 4.38 3.87

Imagenet32 😱 😱 😱 😱 4.39 4.06

Imagenet64 😱 😱 😱 😱 4.12 3.80
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Discrete Flow Hierarchical VAE PixelVAE
MNIST 1.90 1.27 1.39

F-MNIST 3.47 3.28 3.66
EMNIST-L 1.95 1.84 2.26
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Cute, but these models cannot compete?
2008-2020 2020-2021 ICLR 22 NeurIPS 22 ICLR 23 Today

Tabular 😐 😊 🍰 🍰 🍰 🍰
MNIST 😱 😱 > 1.67 1.20 1.14 🍰 🍰

F-MNIST 😱 😱 > 4.29 3.34 3.27 🍰 🍰
EMNIST-L 😱 😱 > 2.73 1.80 1.58 🍰 🍰

CIFAR 😱 😱 😱 > 5.50 😱 4.38 3.87

Imagenet32 😱 😱 😱 😱 4.39 4.06

Imagenet64 😱 😱 😱 😱 4.12 3.80

Flow Hierarchical VAE Diffusion
CIFAR 3.35 3.08 2.65

Imagenet32 4.09 3.96 3.72
Imagenet64 3.81 - 3.40



How?

● The better bitter lesson: 
Scale up the fancy method!
○ Custom GPU kernels [AAAI21]

● General-purpose architecture [NeurIPS21, ICLR22]

● Pruning without losing likelihood [NeurIPS22]

● Latent variable distillation [ICLR23]

○ Expectation Maximization < Embeddings

Anji Liu, Honghua Zhang, Guy Van den Broeck. Scaling Up Probabilistic Circuits by Latent Variable Distillation, ICLR, 2023

https://arxiv.org/abs/2210.04398


Controlled generation is still challenging …

ChatGPT



● Generate a Probabilistic Circuit architecture from a Hidden Markov Model
○ 50k emission tokens x
○ 4096 hidden states z

● Train on data sampled from GPT2-Large
● Same tricks as before (latent variable distillation)

Step 1: distill a PC that approximates the distribution of a LLM.



Step 2: compute p(next-token | prefix, α) via PC 

Dynamic programming in PyTorch using constraint α

Can be complex: many keywords, inflections, positions, …

CommonGen: a challenging constrained generation benchmark:



Step 3: let LLM & PC control auto-regressive generation together

Require both fluency β and constraint α:

(sleight of hand)

(independence)





CommonGen: a challenging constrained generation task

State-of-the-art performance on the CommonGen dataset, beating baselines from various families of 
constrained generation techniques with a large margin. All baselines use GPT2-large as the base model.



What else can this do?

● Restrict the support of the learned distribution
○ “if the image is classified as a dog, it must also be an animal”

SotA 
Hierarchical 
Multi-Label 

Classification



What else can this do?

● Restrict the support of the learned distribution
○ “if the image is classified as a dog, it must also be an animal”
○ “predict a sparse vector/subset”

SotA 
Learning to 

Explain

Results for three aspects with k = 10 

Results for aspect Aroma, for k in {5, 10, 15}
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What else can this do?

● Restrict the support of the learned distribution
○ “if the image is classified as a dog, it must also be an animal”
○ “predict a sparse vector/subset”
○ Neurosymbolic AI

● Information-theoretic queries (Entropy, KLD)

● Marginal MAP inference

● Causal inference

● …



Thanks

This was the work of many wonderful 
students/postdocs/collaborators!

References: http://starai.cs.ucla.edu/publications/ 

http://starai.cs.ucla.edu/publications/


Discussion

1. Exact likelihood vs. ELBO vs. implicit GAN objective. 

Does likelihood-tractability matter?

2. Does tractability help (bias) or hurt (capacity) learning?

3. Learn   then run

vs. learn                                      for 

When do we care?

4. Which task do you want a tractable generative model for?


